Chapter 2: Convergence for everyone? Detecting disparate signals of genomic adaptive convergence in several different datasets: initial results, lessons, and perspectives
Joe Parker     j.d.parker@qmul.ac.uk  

2.1 Abstract
Convergent evolution is a process by which neutral evolutionary processes and adaptive natural selection in response to niche specialisation lead to similar forms arising in unrelated taxa. Phenotypic convergence has been appreciated for well over a century (recognised as a confounding factor in morphological cladistics). Recently several studies have demonstrated that convergent-type signals exist in some molecular datasets. Extending these studies to genome scale data presents substantial challenges and opportunities. This chapter reviews the definition of convergence (compared to parallelism), and the biological interpretation of apparently convergent molecular data. Recent methodological developments and applications are examined and future problems outlined. These include suitable null and alternative models, and the role of multiple test phylogenies in convergence detection by the congruence / phylogeny support method.
2.2 Introduction

Convergent evolution – that is, the development of similar phenotypes in unrelated organisms – has been noted since the earliest days of natural sciences. However the possibility that these similarities in phenotype might extend down to parallel changes in the genetic material of organisms was thought far-fetched, at least until recently. 

2.2.1 Definition of phenotypic convergence

Although our understanding of biodiversity in time and space is defined by the incredible variation of phenotypes Nature produces, it is also readily apparent that some phenotypes recur in unrelated organisms. 

Repeated phenotypes may include structures and organs (skeletons, claws), behaviours (ambush predation, crypsis, seeding) or indeed extend to the level of whole organisms (dolphin, shark, ichthyosaur).

Where these similarities occur in related organisms they are thought to have developed in parallel, if not inherited. Where these similarities occur in unrelated organisms, and especially in cases where ancestral states are divergent, these similar traits may be called convergent.

In closely related organisms historical contingency is usually thought to be responsible; organisms inherit either similar divergent traits, or else modifications of the ancestral trait occur in parallel. 

Where convergent phenotypic traits occur, ecological niche specificity and selection pressure over a period of time are thought to be responsible.

Examples

2.2.2 Definition of molecular convergence

Where phenotypic traits occur it is reasonable to investigate how deeply the convergence has marked the organisms. Systems, organs, tissues and proteins may all have converged to support a behaviour, structure or trait. Might this have also led to convergent molecular changes, detectible in genetic material? 

Researchers investigating convergence in echolocation for prey detection and orientation in echolocating bats and toothed whales discovered that similar modifications to a variety of proteins supported the production, processing, and importantly, transduction of high-frequency calls. 

Sequencing and examination of the differences and similarities in the Prestin protein gene revealed that a number of acquired or derived changes from ancestral mammalian sequence, not shared with other extant mammal groups, occur in the Prestin gene. These consisted of a number nonsynonymous mutations leading to substitutions in the respective amino-acid sequences.

Subsequent transgenic studies in mouse cell models demonstrated in vitro evidence that these amino-acid substitutions were necessary and sufficient to produce activation profiles in transgenic mouse outer hair cells similar to those measured in toothed whale and echolocating bat cells. Other substitutions seen elsewhere in mammals without echolocation did not, when expressed in the mouse cell models, result in similar activation profiles to echolocating taxa.

Thus it is possible to detect genetic changes which molecular convergence.
Examples

2.2.3 Parallelism versus convergence

The definitions of parallelism and convergence are overlapping and some confusion is possible. It is conventionally implicit that all convergent traits, or genetic changes, must also be parallel, as above. However the reciprocal position – that all parallel changes must be parallel – does not follow and should not be assumed.

How, then, are we to distinguish cases of mere parallelism in unrelated taxa from meaningful convergence? The problem is compounded when considering genetic data, since over geological time frequent substitutions, both synonymous and nonsynonymous, occur at random. This means that parallel changes can certainly arise by chance, and simple calculation shows that a large number of such changes can be expected across the average genome.

One important consideration is the biological context. The where phenotypic and genotypic parallelisms occur together, we may be more confident in assigning a convergent nature to the latter using the former as supporting evidence.

We can also consider the evolutionary dimension: parallel changes in unrelated taxa which have resulted from diversifying selection (and possibly been maintained by purifying selection since, in an ideal case) are more likely to be convergent than those which have evolved at the neutral or nearly-neutral rate.

We might want to consider evidence from systems biology e.g. reaction networks. Where parallel changes occur in multiple genes which are themselves part of similar gene networks this can also provide supporting evidence. However changes to key proteins or enzymes may result compensatory changes in supporting or adjacent proteins, and perhaps cascade even further through the network. This is similar to epistasis between non-adjacent sites in a single gene.

2.3 Computational methods to detect molecular convergence in genetic datasets

The computational analysis of molecular evolution is one of the relatively mature bioinformatics disciplines. Substantial effort has been expended on the development, implementation and validation of models for neutral evolution and purifying/diversifying natural selection. Despite this, few concerted attempts have been made to develop mathematically explicit models of adaptive genetic convergence, let alone their efficient implementation and testing. As a result, those methods available instead rely on correlative evidence for molecular convergence. 

Those methods developed so far and generally popular employ two main approaches. These employ direct enumeration of parallel substitutions or detection of phylogenetic incongruence, respectively. In addition, convergence metrics (of either family) may be correlated with selection tests, since adaptive molecular convergence may be of greater interest than neutrally-arising parallelism. Attempts have also been made to assess the phenotypic significance of putatively convergent sites or loci through gene ontology enrichment analyses, reaction network mining, and mining of published expression and / or disease association data.

Methods of the first category include: (i) the direct observation of parallel substitutions, first employed by XXXXX; (ii) the reconstruction of ancestral nucleotide or amino-acid sequences in order to infer the number and location of convergent substitution events; (iii) posterior probability calculation of all possible ancestral amino-acid states in (ii) to directly compare probabilities of convergent and divergent substitutions. Methods in the second category include (iv)  inference of a gene phylogeny using de novo phylogeny reconstruction and manual or algorithmic inspection to detect incongruence from the species tree, and (v) comparison of goodness-of-fit of null (expected species) phylogenies and alternative (convergent) phylogenies by maximum likelihood.

Finally, a variety of statistical, simulation and replication (bootstrap and or jacknifing) techniques have been used to attempt to control false discovery and or familywise error rates, and assess the relative significance of putative convergence detections.
2.3.1 Direct detection of convergent substitutions

2.3.1.1 Counting parallel substitutions

The simplest method of molecular convergence detection is intuitive: we can score the observed amino acid or nucleotide sequences, noting where parallel derived substitutions occur in unrelated taxa. However used naïvely, this approach can over count parallel substitutions in sister taxa as it ignores non-independence arising from phylogenetic effects (e.g. shared ancestry may mean recent substitutions appear to be parallel, but in fact occurred in two or more sister tips’ MRCA). It is therefore important to ensure appropriate phylogenetic contrasts are made.
We may therefore refine this technique by using an ancestral reconstruction technique to infer ancestral nucleotide and/or amino-acid sequences, typically by maximum-likelihood. Reconstructing the ancestral sequence at multiple nodes in the phylogeny allows us to identify where parallel changes occur; convergent changes can only be those which occur on branches leading to convergent taxa.

The ratio of convergent and non-convergent changes can be compared.

2.3.1.2 Castoe method

Another approach is to reconstruct all possible ancestral sequence states, and use a simple Bayesian model to combine the posterior probabilities that a particular amino-acid has undergone convergent or divergent substitution.

This method typically produces a scatterplot of convergent vs. divergent probabilities for each site, branch, or branch-site in the data. Again, outliers can be readily identified by eye, but determining significance is hard.

2.3.1.3 Thomas and Hahn scheme

Thomas and Hahn (2015) suggest that a comparison of the number of parallel changes between phenotypically convergent taxa can be compared with the number of parallel changes between one taxon and an additional outgroup taxon, providing a means to control for false positives. For example, in their recent (2015) paper, they compare putatively convergent substitutions between echolocating taxa (bat, xxx xxxx, and dolphin, xxx xxxx) but also enumerate substitutions between one of those focal taxa and a nonconvergent outgroup (bat and the cow, xxx xxxx). In so doing, they consider that they have provided an appropriate null distribution. It should be noted that this approach, while making use of a phylogenetic contrast, does not provide a formalised ‘null distribution’ in the strict sense of a parametric statistic, but rather an empirically-determined expected value of non-convergent, but parallel, changes. Neither is it technically impossible that a parallel substitution present in both convergent and non-convergent taxa could be necessary (along with other substitutions) for a convergent phenotype, although this is a fairly weak argument.

They suggested using related sister taxa without a priori phenotypic convergence to control the false positive rate. Under this scheme, the number of observed parallel substitutions between putatively convergent taxa is compared to the number observed between putatively non-convergent sister taxa. Only an excess of substitutions in the putatively convergent taxon pairing over the nonconvergent pairing is considered significant.

2.3.2 Tests of phylogenetic incongruence

2.3.2.1 de novo phylogenetic inference

We generated a separate de novo phylogeny for each locus using RAxML 7.6.238,39 under the model PROTCATDAYHOFF in rapid-search mode and 10 separate random start trees. The de novo tree was used as an independent estimate of the tree size. ∆SSLS was subsequently calculated under this phylogeny as described below for H1 and H2; see Figure S1(ii) The soft polytomy present in the H2 hypothesis (the four echolocating bats plus T. truncates) was also resolved in a separate RAxML search using a constrained subtree, also under PROTCATDAYHOFF, in this step.
2.3.2.2 Site-specific likelihood support comparisons
In extreme cases of molecular convergence such as in Prestin, phylogenies inferred from gene sequences can be erroneous (and may, as in the case of Prestin, resolve with strong support convergent taxa as sister taxons) in contrast to accepted species phylogenies. 

This observation suggests one test for convergence. If we use fixed topologies (instead of inferring phylogenies from the data) where one topology describes the species tree, and the other the an alternative hypothesis (perhaps where unrelated convergent taxa are coerced to be adjacent), and evaluate the goodness-of-fit of the data on the two trees, convergent sites or genes will be those with strong support for the alternative phylogeny.

The output most commonly forms a table of goodness-of-fit difference by site, and/or by gene. Outliers can be readily identified by the sign and magnitude of difference, but determining a notional threshold value for significance is problematic. Similarly expected differences will vary with size of dataset.
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Figure 1: Example of ∆SSLS calculation based on (a) two candidate phylogenies (species and convergent trees H0 and H2, in this case) that contain the same taxa but differ in their topology. (b) For these taxa, multiple sequence alignments for several loci contain amino acid substitutions, some of which are consistent with H0; and others with H2. (c) For every amino acid the goodness-of-fit of each topology, given the data, is estimated under maximum likelihood: the difference in goodness-of-fit (‘∆SSLS’; see Supplementary Methods) gives the direction of support, where positive ∆SSLS values indicate support for the first topology (species tree H0), while negative ∆SSLS values indicate support for the convergent phylogeny, H2. (d) Finally, the distribution of ∆SSLS values for each locus indicates the overall support for convergence; loci with significant support for convergence will have a negative mean ∆SSLS (1); signal in others will be mixed and approximately zero (2); positive mean ∆SSLS indicates a locus supporting the species tree H2 (3).

Analysis pipeline

To detect signatures of molecular convergence in genomic data, we compiled an analysis pipeline consisting of previously released software for phylogenetic tree manipulation, phylogenetic reconstruction and codon model analyses in a Maximum Likelihood (ML) framework, as well as of a set of utility classes (available on request) for data handling, parsing and model/hypothesis testing. Our phylogenetic approach differs from genome-wide SNP comparisons for the detection of parallelism within intraspecific populations (Hancock et al, 2010) in that codons’ phylogenetic histories are evaluated and compared separately, but aggregated over each locus; we also use simulation to establish a reference null distribution for each locus, and compare observed convergence values for a given test phylogenetic hypothesis to an expected distribution derived from 100 additional phylogenies. This framework incorporates RAxML (build 7.6.2; SSE.MPI, compiled from source (https://github.com/stamatak/standard-RAxML38,39) and a modified build of version 4.4b of PAML41; available on request) where input/output (I/O) functions were adjusted to facilitate parallel cluster implementation. The main algorithms remained unchanged and in testing gave identical output to that produced using executables distributed by the authors; available on request. All analyses were conducted on a mixture of 32- and 64-bit processors at the 3000-node Queen Mary GridPP High Throughput Cluster hosted by the Physics Department at Queen Mary, University of London. Supplementary Figure S1 gives a schematic representation of the pipeline workflow:
2.3.2.2.1 Input

For each locus, the multiple sequence alignment was first filtered to remove ambiguous or incomplete codons, as well as premature stop codons. Gaps were retained. The alignment was also checked to determine how many of the 22 possible species were present, and any absent taxa were pruned from the species tree H0 and the convergence trees H1 and H2 using NewickUtilities (40; see Figure S1(i)).  

2.3.2.2.2 A note on substitution models
We fitted the checked alignment data to the H0, H1, H2 and de novo topologies using our modified build of the aaml program in PAML 4.4 41 under the WAG + ( model with estimated amino-acid frequencies. We also implemented the JONES and DAYHOFF models of amino-acid substitution. However, topology comparison requires marginalization of the site likelihoods with respect to substitution model, so that competing phylogenies’ goodness-of-fit may be directly compared. Pilot studies of available alignments of orthologous coding sequences42 showed congruence in relative ∆SSLS estimates for each locus under different models of substitution (available on request). We also repeated our complete ∆SSLS analyses separately under JONES and DAYHOFF; the Pearson’s correlation coefficients between ∆SSLS values for WAG-JONES, WAG-DAYHOFF, and JONES-DAYHOFF were 0.746, 0.979 & 0.742 respectively for H0-H1; and 
0.917,
0.892 & 0.981 respectively for H0-H2.

We therefore determined to use the WAG model of substitution for all loci, optimising model parameters separately for each locus; see Figure S1(iii). 

2.3.2.2.3 Convergence hypotheses fitting

The two hypothesised convergent phylogenies H1 and H2 were then fitted to the data as for the species tree H0 (Figure S1 (iv)). Since the data and the substitution models were the same, the difference in likelihood between two phylogenies reflects the strength of support for each in the data (see below).

2.3.2.2.4 Comparison of sitewise log-likelihood support (ΔSSLS)

We used the mean ∆SSLS of all sites in a locus as the primary measure of strength of support for convergence in this study. This statistic compares the goodness-of-fit of a pair of phylogenetic trees under a given model of evolution at every site in a DNA or amino acid alignment (see Supplementary Figure S2). Firstly the log-likelihood of the phylogeny (S2a) and substitution model, given the data (S2b), is calculated for every site in the alignment using ML (see above). Site-specific likelihood support, ∆SSLS, was then calculated:
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Where ∆SSLS for the ith site is given by the difference in log-likelihood units between the log-likelihood of the ith site under H0 (the species tree) and Ha (the alternative tree; one of H1 or H2). By this definition, sites with a better model fit to H0 (the species tree) will have a positive ∆SSLS, while sites with a better fit to the convergent topologies H1 or H2 will have a negative ∆SSLS (Supplementary Figure S2c). The distribution of overall signal in the locus indicates the strength of support for convergence. In particular, loci with a negative mean ∆SSLS show net sitewise signal for convergence (Supplementary Figure S2d). Boxplots showing the distribution of mean ∆SSLS by hypothesis are shown in Figure S3; the top 5% of loci by mean ∆SSLS for H1 and H2 are shown in Tables S2 and S3, respectively (n=805,053). As expected, mean ∆SSLS for the H1 and H2 hypotheses are positive, indicating that a majority of sites in the dataset are not convergent. Equally, mean ∆SSLS for the hypotheses defined by the de novo tree comparison is negative, indicating that the topology that was directly fitted to the data has slightly better goodness-of-fit in many cases.

To investigate the nature of the convergence signal at all sites across this genomic dataset, we plotted the empirical cumulative distribution function of observed ∆SSLS for H1 and H2 for the sitewise dataset (shown in Supplementary Figures S4 and S5, respectively). For both H1 and H2, 95% of the sitewise ∆SSLS observations were within ±0.5 lnL units of the mean. However, some sites displayed large ∆SSLS observations: absolute log-likelihood ∆SSLS of >1 lnL unit were observed for 1,828 and 26,342 amino acids in H1 and H2, respectively. Furthermore, mean variance in sitewise convergence measured by locus was larger than the mean sitewise convergence measured across the whole dataset. Together, these indicate that the distribution of ∆SSLS within a gene is aggregated; since the mean locus length in our dataset is relatively short but with a large variance (mean number of amino acids 346.8; s.d. 242.4) this suggests that small numbers of large sitewise ∆SSLS may influence mean locus ∆SSLS disproportionately in short loci.

2.3.2.2.5 Simulation of expected sitewise ΔSSLS distribution

Homoplasious amino acid replacements may arise by neutral processes and, therefore, we used simulation to determine whether sitewise convergence was more significant than expected by chance. For each locus, we generated an expected distribution of likelihood differences as follows: using Phylobayes 3.3f, we first used the ‘pb’ MCMC sampler to obtain the posterior distribution of substitution model parameters under the CAT GTR model, constraining the topology to the species (H​0​) tree. Each locus used one chain of 6000 steps, sampling every 10 and discarding the first 1000 as burn-in. We then used the ‘ppred’ function to simulate alignments using the model parameters from the samples in the stationary posterior distribution. Each simulated dataset therefore contained identical numbers of sites and taxa to the observed alignment; and since we fitted a mixture model, sites’ heterogeneity parameters should reflect heterogeneity in the observed sequences. To generate an expected distribution, these replicates were analysed identically in the pipeline. 

To determine how many replicates to use to form the expected distribution for each locus, we first simulated 50 alignments as described above from six loci that were representative of our dataset in terms of alignment length, heterogeneity, ∆SSLS and tree length: ENSG00000008515, ENSG00000095906, ENSG00000121900, ENSG00000167671, ENSG00000170476 and ENSG00000173627. We calculated their sitewise ∆SSLS values in the pipeline and then compared a single randomly-selected replicate’s ∆SSLS distribution to that of a variable number of replicates’ pooled ∆SSLS values in a Kolmogorov-Smirnov test. Replicates (1 < n < 50) were sampled without replacement. Since the test’s D statistic measures the largest difference between the two distributions, it will correlate with the smoothness of their step functions. We determined that smoothness monotonically increased as more replicates were used to construct the reference distribution, with 20-30 replicates providing a reference distribution that was comparably smooth to that derived from 50 replicates (available on request); we repeated these analyses to calculate means and variances. A purely numerical simulation in R using more replicates (10,000) but ∆SSLS values simulated from a Normal distribution parametized on the alignments’ ∆SSLS distribution’s means and variances gave a similar result (not shown).

2.3.2.2.6 Determining the significance of ∆SSLS signals.
To ascribe confidence to our observed sitewise ∆SSLS measurements for the trees of interest, we followed a two-stage process. First, we measured the sitewise ∆SSLS for the tree comparison of interest H0-Ha, described above. Next, we performed the same comparison on the simulated datasets, collated their ∆SSLS values and calculated their stepwise empirical cumulative density function, with linear interpolation. This allowed us to calculate the cumulative probability of the observed ∆SSLS under the null distribution. We define U, the unexpectedness of an observed site j’s ∆SSLS comparison of the species topology, H​0 and an alternative topology Ha as:

U = 1 – (cdf ( ∆SSLSH0-Ha | j ) )
(Equation 2)

2.3.2.2.7 Correction for expected U across control phylogenies

The unexpectedness mesure U quantifies the significance of a given site’s convergence signal, or more explicitly, the cumulative probability of the observed log-likelihood difference between the two topologies, given the species topology is correct. However, in cases where the species topology itself is distant from the maximally-likely topology, or where the molecular signal is weak, ∆SSLS scores < 0, indicating preference for the alternative topology, may arise spuriously. In this scenario, differential support for any alternative topology may be possible where the signal for the species topology is weak. To control for these cases, we generated 100 additional control phylogenies by resampling the H1 phylogeny taxon labels without replacement, obtained the mean sitewise U across this random set Ur, and calculated the controlled sitewise U, Uc as:
Uc,= U – mean Uc

(Equation 3)

For each site j. These were summed across the locus and their arithmetic mean calculated. The random-tree controlled unexpectedness, Uc, therefore takes values on [-1, 1], where values greater than zero indicate that the observed ∆SSLS signal for the tree of interest, H​a, is both stronger than expected by chance assuming H0, and that cumulative probability is itself greater than that seen in random ∆SSLS comparisons.

We filtered loci with corrected unexpectedness Uc ≤ 0 from our principal gene lists (Figures 1 & 2; Supplementary Tables S2 & S3); from our randomisations of hearing, vision and curated genes; from Metacore analysis; and from functional enrichment analyses.

2.3.3 Controlling errors and assigning significance
As is made clear above, detecting potentially convergent sites and taxa is simple. Much harder is assigning significance to positive detections, and controlling both false positive and false negative error rates.

Simulation approaches have been used but have drawbacks. 

In common with other genetic studies, the problem of assigning significance and confidence intervals on estimated convergence measures can be considered a parametric problem. In these approaches, simulation of neutral evolution is used to obtain a distribution on expected convergence measures. For instance, commonly-used models of molecular evolution such as the GTR (general time-reversible) model can be used to simulate a reasonably large number of nucleotide sites down the species phylogeny (null hypothesis) and the number of ‘convergent’ sites noted. This is taken to be an empirical distribution of the false-positive rate, and so any excess of observed convergent sites, or a stronger observed value of a convergence measure, is considered to be evidence of convergence.

However, generating sufficiently heterogeneous expected distributions is challenging. A variety of models of neutral evolution have been developed, but give similar results. These include mixture models such as the GTR-CAT model and are implemented in a variety of packages such as PhyloBayes.

2.3.4 Null models 
A clear null model is hard to define. Thomas and Hahn (2015) have highlighted this problem as mentioned in 2.3.1.3, above. 
2.3.5 Correlation with selection coefficients

One feature of true molecular convergence which ought to distinguish it from simple parallelism is that sites and loci which are important for key convergent traits might well be subject to adaptive selection, either recently or in the past. Liu et al (2010a) investigated this hypothesis explicitly, and found a robust correlation between ∆SSLS for convergence of echolocation and dN/dS in a clade of echolocating taxa.
2.3.6 Gene ontologies, reaction networks, and other public phenotype data sources
Additional corroboration for putatively convergent loci can be sought by comparing distributions of genomic convergence signals with information from public databases on gene function or dysfunction. These can include: enrichment analyses in putatively convergent versus non-convergent loci, for example for sensory perception or novel digestion pathways, using tools such as TopGO or AmiGO; enrichment analyses in published chemical reaction networks such as Metacore; and searches of public expression or disease-association data in model organisms, for instance Genecards or Malacards. Often an enrichment-significance-by-randomisation approach is used, in which the degree of enrichment amongst a target set putatively convergent loci is quantified, and compared with mean enrichment in the same dataset amongst multiple control sets of randomly-selected loci, of the same size as the target set.

2.4 Detecting genomic convergence
The analysis of genome scale phylogenetic data sets for evolutionary signals (‘phylogenomic’ analyses) offers tremendous potential for significant insights. Where complex phenotypic trait convergence exists between taxa, it is eminently reasonable to expect that multiple loci, in multiple biochemical pathways or structural roles, are involved, let alone noncoding sequences. 

However, evaluating the significance of convergence detections amongst phylogenomic datasets must be handled cautiously. Whole-genome screens for convergence signals, as in other in silico genomic detection methods, should be considered a filtering or data-mining procedure by which putative candidate genes are identified. It would be reckless to assume phylogenomic analyses for convergence (or any other phenomenon) constitute definitive proof of the forces acting on loci, or the phenotypic effect of given encoded proteins, until such results are compared with carefully designed in vitro wet-lab experiments. For example, indications of the convergent evolution of the Prestin gene by in silico methods (REF) have more recently been corroborated by in vitro studies of transgenic hearing cell lines indicating that putatively ‘convergent’ amino-acid substitutions do indeed appear to confer convergent phenotypic traits.

A key consideration is that phylogenomic convergence detection is sensitive to sampling strategy – both in terms of taxon and gene sampling – as much as any other phylogenomic analysis. In particular, where empirical reference ‘null’ distributions are calculated using genomic data sets and non-convergent sister taxa, the balance and taxonomic sampling of convergent and non-convergent taxa must be carefully considered. For example, ‘sister’ taxa to phenotypically convergent test taxa should be appropriately divergent in order to provide an appropriate contrast. Where contrast or sister taxa are very closely related to convergent taxa, nonindependence arising from shared ancestry might occur. Where contrast or sister taxa are extremely divergent from test taxa (and perhaps particularly if more closely related to reference taxa, or basal) long-branch effects might result in inadequate false-positive controls.
2.5 Future work

Methodological innovation is urgently needed, both in algorithms and implementation.

Algorithms and models should include a formal model of convergence alongside divergence. A ‘convergent / divergent’ model implemented in maximum-likelihood, analogous to the highly successful natural selection detection methods, would be a good first step.

2.6 Conclusions

Convergence in general, and molecular convergence in particular, is an underappreciated feature of natural variation but growing evidence suggests it is prevalent, albeit hard-to-detect and at a low level.

Current problems in controlling error rates and assigning significance mean molecular convergence detection should be considered an adjunct to other lines of evidence, or in a genomic context used as a screening method to detect potential candidate genes or sites amongst a larger dataset.

Methodological innovation is urgently needed, both in algorithms and implementation.
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